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A two-dimensional simulation is used to study the crystallization of strongly coupled dusty plasmas.
The dust grains are simulated as particles, while the electrons and ion solutions are obtained from
fluid equations. We model gas discharges with dust particles confined in the sheath and at the sheath
edge. In these regions the ions flow past the dust grains at a velocityv0 that typically is
mesothermal,vTi!v0!vTe . A negative charged dust particle will under these conditions focus the
ions, creating a local maximum in the plasma potential on the downstream side of the particle. This
maximum means that there is an anisotropic interparticle interaction, which can be manifested as an
attractive interparticle force along the axis of the plasma flow. Our simulation shows that the
equilibrium configuration of a dust crystal structure can be profoundly influenced by this asymmetry
in the ion flow and plasma potential for certain charge to mass ratios for the dust particles. We
initially distribute dust particles randomly in space with zero velocity and integrate their equations
of motion, tracking their orbits as they settle into equilibrium positions. We show that there are
several stable final equilibria, although they do not all have the same potential energy or probability
of occurring. The most likely crystal configuration depends on the charge-to-mass ratio and the
horizontal particle spacing of the grains. The vertically aligned columns of particles that have been
observed in plasma crystal experiments are shown to be most likely for large dust charge-to-mass
ratios. © 1996 American Vacuum Society.
e

y
r

w

u

.

c

a
p

u

c

,

I. INTRODUCTION

Dust particles in gas discharges are often confined in
gions where the plasma has a mesothermal streaming v
ity V0 (vTi!V0!vTe) towards the electrodes with respect
the thermal velocities of the ionsvTi and electronsvTe . Me-
sothermal flows around a solid object are characterized b
ion rarefaction in the wake followed by an ion focusing
gion, both of which contribute to a polarization of th
plasma. This polarization is especially interesting since
causes the plasma potential to oscillate in position do
stream of the particle. Oscillations or potential wells, as p
dicted both from a linear test particle approach1 and from
numerical calculations of nonlinear fluid equations,2 may
trap other dust particles if the thermal motion of dust is s
ficiently low.

Laboratory experiments have revealed a significant
isotropy in the interparticle interactions in dusty plasmas3–9

These include vertically aligned particle in crystalline lattic
and string-shaped coagulated particles. We have previo
suggested2 that the plasma anisotropy due to an ion flow m
lead to these effects. In the case of the lattices, parti
arrange in horizontal hexagons that often have an unexpe
vertical alignment parallel to the flow rather than the st
gered bcc or fcc structures that are expected if the inter
ticle potential is isotropic.7–9

Particle simulations have previously been used to st
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phase transitions and crystallization of dust particles.10 The
method suggested in Ref. 10, however, assumes symmetri
shielding of the dust particles, which is unsuitable for drift-
ing ion in the mesothermal regime.

For this article we have expanded the two-dimensional
~2D! model used in Ref. 2 to include following the motion of
the dust particles self-consistently from the forces acting on
the particles. The numerical method is a quasiparticle simu-
lation, where the plasma is represented by a fluid and the
dust particles byNp diffuse objects. In order to simulate
levitation of dust outside an electrode surface, we have bi-
ased the potential on the outflowing boundary~simulating
the electrode! negatively with respect to the potential on the
inflowing side. Since this potential drop causes an electro-
static force acting on the dust particles opposite to the
streaming direction, it may be balanced by the ion drag that
occurs in our model. To make the simulation more realistic
for larger dust particles, we have also included a gravita-
tional force on the dust particles. Our simulations show that
dust particles arrange themselves easily in a regular lattice
and that the potential wells predicted in Refs. 1 and 2 are, for
some parameters, very important for dust particle alignment.
Repeating several simulations with random initial spatial dis-
tributions of dust particles, we find a number of different 2D
crystalline equilibria.

II. NUMERICAL MODEL

To model the dynamic of a strongly coupled dusty
plasma, we have used a quasiparticle simulation where the
511/14(2)/511/8/$10.00 ©1996 American Vacuum Society
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plasma is described by a fluid while the dust particles
described by diffuse objects. This approach will include d
particle effects such as Coulomb collisions between d
grains, thereby allowing us to study the structure and dyn
ics of particles in crystallized and liquidlike dusty plasma
Wave–particle interactions between the dust particles and
plasma fluid and the ion Coulomb drag are also incorpora
to the extent possible while modeling ions as a fluid.

A. Plasma

The plasma is assumed to flow with a mesothermal ve
ity where the thermal effects from ions are assumed to
small. The ions can therefore be described by a cold fl
responding to the plasma potentialf according to the conti-
nuity and force equations

] tni1¹~nivi !50, ~1!

] tvi1vi¹vi52
eZi
mi

¹f. ~2!

Hereni , vi , Zi , andmi are the ion density, velocity, elec
tronic charge, and mass, respectively. We have assumed
that the dust particle radiusad is much smaller than the elec
tron Debye lengthlD and have neglected the ion loss in
the dust particles. The ion loss into a dust particle cause
ion wake~rarefaction of the ion density! immediately down-
stream of the solid particle,11,12 and this effect would obvi-
ously be lost in our model. However, for small dust partic
(ad!lD), the number of ions in this wake will contribut
little to the asymmetrical potential around the dust partic2

The shape of the potential is mainly determined by ion
cusing~included in our model! which appears regardless o
the dust particle size.

The electrons are characterized simply by a prescri
uniform temperatureTe and a density given by the Boltz
mann relation

ne5n0 expS ef

KTe
D . ~3!

Here n0 is the ion density at a point well away from an
object in the plasma. The electron and ion densities are
included in the Poisson equation

e0¹
2f52eFni2ne1Zd(

i51

Np

Si~x!G ~4!

together with the space charge contribution fromNp dust
particles with equal charge equal chargesZde. As in Ref. 2,
we model the spatial distributions of the charge and ion
sorption on a dust particle using a diffuse rather than disc
tinuous surface.

B. Dust particles

In our 2D simulation the diffuse objects are assumed to
infinite long cylinders aligned parallel to the electrode s
face. Their surface charge and ion absorption is distribu
J. Vac. Sci. Technol. A, Vol. 14, No. 2, Mar/Apr 1996
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for numerical purposes, over a smooth profile described by
the radial distributionSi . For this article we used a Gaussian

Si~x2xi !5
1

ps2 exp@2~x2xi !
2/s2# ~5!

centered around a positionxi with a distribution widths.
The normalization constant in front of the exponential term,
is chosen so that*Sidx5 1, assuming an infinite large 2D
space. It is easy to show by integrating Eq.~4! over an infi-
nite large 2D space that this normalization giveseNpZd as
the total space charge contribution per unit length from all
cylinders, as expected. Note that the charge on the particle is
assumed azimuthally symmetric, without any dipole moment
on the grain itself.

The distribution given in Eq.~5! is peaked at the center of
the particle. This is unlike the hollow profile used in Ref. 2,
whereSi was peaked at the nominal surface of the particle.
Equation ~5! allows easier numerical resolution for small
particle sizes than in Ref. 2, but at the expense of realism as
to where the charge resides on the particle. Here, the charg
is distributed throughout the particle and is peaked in its
center. The validity of this is limited to particles that are
small compared to the shielding length,ad!lDe. Physically,
an infinitesimal particle has a space charge distributed as a
Dirac delta sourced i(x2xi) corresponding to a line in our
2D geometry. A line is theoretically equivalent toSi , in the
limit s!lD . However, in the numerical solutions we must
always work with a finites in order to resolve the diffuse
object numerically. In problems where plasma shielding ef-
fects are of interest, the dimension of the computational do-
mainL must be chosen significantly larger thanlD ~typically
L ; 10–20lD). Because of this, we normally have to use
s;0.5–0.25lD which gives a solution in the vicinity ofSi
that is different from the one aroundd i . This difference be-
comes smaller in the far field~at a distance fromSi of the
order of or larger thanlD).

The charged particles in a dusty plasma interact through a
Coulomb scattering, which is modeled in our simulation by
the force acting on a diffuse particle due to the local electric
field in the plasma. The literature contains reports of several
theoretical studies of how diffuse objects collide compared
with point objects in a thermal plasma.13 Unfortunately, these
studies are not applicable to our cold ion model. We are
therefore limited only to do numerical tests where we, for
instance, can changes to see if this parameter has a pro-
found influence on the solution. This is done in Sec. III.

Our 2D cylindrical particles differ in some ways from
physical spheres in three dimension~3D!. One important dif-
ference is in the capacityC of the objects. For a small sphere
with radius ad!lD , we can neglect shielding from the
plasma, and use the capacityC54pe0ad of an isolated ob-
ject. For a cylinder, however, we have to include the shield-
ing due to the geometry. Since this shielding is rather com-
plicated in a mesothermal plasma flow, we can only estimate
this relation, for instance, from two concentric cylinders
where the outer one is shielded at a distancelD . The capac-
ity per unit length then becomes
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C52pe0 /ln~ 11lD /ad!, ~6!

where the surface chargeqd per unit length of a cylinder is
related to the surface potentialU0 by qd5CU0 . It is impor-
tant to notice that this capacity difference between 2D a
3D dust particles leads to two major differences between
simulation and a 3D simulation with spherical dust particle
First of all, we would have a different space charge con
bution from spheres given by the parameterP and from a
cylinder which is given by a redefinedP value.2,14 Second,
the levitation of a cylinder will be different from a spher
due to a differentqd /md ratio.

C. Solution procedure

The orbits of the diffuse dust particles are followed b
integrating their equations of motion. Interpolation is r
quired since the positions of the diffuse particle centersxi lie
between the numerical grid points where the potential is c
culated. For ad i distribution the plasma potential atxi can be
calculated from the interpolation or convolution integr
f(xi)5*f(x)d i(x2xi)dx. This method can be adapted fo
the diffuse particles, which yields

d2xi
dt2

52
eZd
md

E ¹f~x!Si~x2xi !dx1g2hui . ~7!

Obviously, the use ofSi instead ofd i introduces an error
which becomes small whens is small compared to the
length scale of variation of¹f(x) around locationxi . Here
we have also included gravityg, which is important for large
dust particles, and a friction force2hui for a dust particle
with velocity ui . This friction force can be used to mode
collisions between dust particles and neutral particles, bu
is also needed for numerical reasons. The dust kinetic ene
often has to be reduced in the numerical solution before fl
and crystal-like structures can be seen.

The plasma potentialf(x) in Eq. ~7! is calculated from
Poisson’s equation~4! which includes Boltzmann electrons
cold fluid ions, and the dust particles described by diffu
objects. Since the plasma fluid equations@Eqs.~1!–~4!# pre-
dict ion acoustic waves, we are able to model wave–part
interactions between this wave mode and the diffuse d
particles. A local ion acoustic wave is generated around e
charged dust object due to electrostatic interaction and le
to an ion Coulomb drag force acting on the dust particl
This force will therefore appear in Eq.~7! through the poten-
tial f~x!. However, ion drag due to direct collisions betwee
ions and dust particles is not included in our model, whe
we neglect ion absorption into the dust particles.

The time scale of the motion of dust particles is mu
slower than for electrons and ions. Thus, we can assume
plasma to always be in equilibrium when we compute t
dust motion. In our calculations we relax the plasma unti
reaches a stationary solution@] t . 0 in Eqs.~1! and~2!# for
each time the dust particles are moved. These steps are
repeated until the dust particles settle into equilibrium po
tions where the forces acting on all dust particles are ze
Due to the friction force used in Eq.~7! and the absence o
JVST A - Vacuum, Surfaces, and Films
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any energy input, the dust particles graduately damp into
their equilibrium positions. The dust particle average kinetic
energy,

Ek5
1

Np
(
i51

Np 1

2
mduui u2, ~8!

will therefore approach zero as the dust particles obtain an
equilibrium.

We also compute the average potential energy of the dus
particles,

Ep5
1

Np
(
i51

Np

$qd@f~xi !2f i~xi !#1mdgzi%, ~9!

whereqdf i is the electrostatic energy contribution from the
particle itself, which has to be subtracted from the total elec-
trostatic energyqdf.

III. RESULTS

In our numerical simulations we assume the ions to enter
the 2D computation domain (x,z) in the counterz direction
as shown in Fig. 1, with a supersonic velocity2v0 or a
Mach numberM5uv0 /ci u.1 normalized to the ion acoustic
velocity ci . The solutions are assumed to be periodic in the
x direction, and nonperiodic in thez direction so that bound-
ary conditions can be imposed atz50 andz5Lz . On the
inflow boundary (z5Lz) we specify three conditions

v iz~z5Lz!52v0 ,

ni~z5Lz!5n0 , ~10!

f~z5Lz!50

due to the supersonic inflow velocity. Herev iz is the compo-
nent ofvi in z direction ~velocity component normal to the
inflow boundary!. The cold ions are then assumed to be ac-
celerated towards a negatively biased electrode with respec
to the potential on the inflow side~see Fig. 1!. Since the flow
is supersonic in the entire computational domain, ion acous
tic waves are not able to propagate in the counterstream di
rection. This means physically that no ion acoustic wave

FIG. 1. Sketch of the simulation system showing a single dust particle con-
fined in the sheath above a negatively biased electrode. Ions enter the shea
in the 2z direction with a specified Mach numberM.1. Our numerical
approach assumes periodic and nonperiodic solutions in thex andz direc-
tions, respectively. Ghost particles due to periodic boundary conditions
simulate a horizontal particle spacing ofLx .
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disturbance can propagate away from the electrode into
plasma, and that the plasma will feel only the electrosta
disturbance from the electrode. A consistent numerical tre
ment of this problem would therefore be to specify the p
tential

FIG. 2. Stationary plasma solution with no dust particles in the sheath.
parameters areTe51 eV, n051014 m23, M52, andfs525, correspond-
ing to an electron Debye length oflD57.4331024 m.
J. Vac. Sci. Technol. A, Vol. 14, No. 2, Mar/Apr 1996
the
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f~z50 !5fs ~11!

on the outflow boundary, while values forni andv iz at the
electrode are computed from their differential equations.

To solve the set of equations for the plasma and the elec-
trostatic field given by Eqs.~1!–~4! we have used a spectral
method.15 In this approach the solutions are expanded in
terms of Chebyshev and Fourier polynomials in thez andx
directions, respectively.2,15

A solution for a dust-free sheath was found as a stationary
solution of Eqs.~1!–~4!. This solution, shown in Fig. 2, is
the same as for the well known cold ion model for sheaths.16

In Fig. 2 we have used the parametersM52, Te51 eV, and
n051014 m23 to model the conditions of a low-density gas
discharge. The corresponding electron Debye length is
lD.7.4331024 m, which is used to normalize the units of
the z axis in Fig. 2. The electrode is biased tofs525 V.

The sheath is perturbed by the presence of charged dus
particles. In Figs. 3~a! and 3~b! we show the perturbations in
the density and plasma potential caused by a pair of station-
ary particles aligned side by side with respect to the flow
direction. These are shown as the solutions with particles
minus the solutions without particles as shown in Fig. 2.
Note the ion focus regions downstream of the particles where
the ion density is enhanced and the plasma potential is more
positive. There is an anisotropic potential around a particle,
and the positive charge of the ion focus region can attract a
negatively charged particle.

The calculations in Fig. 3 were repeated for two different
values of the diffuse particle widths50.5 lD and 0.25lD

to see how this numerical parameter affects the results. The
particles are centered at (x,z)5(2.5,11.25) and
(7.5,11.25). In Fig. 3~a! notice the much stronger ion focus-

he
n
FIG. 3. Perturbation in the ion density~a! and plasma potential~b! due to two negatively charged cylinders aligned side by side with respect to the io
streaming direction. Both cylinders have a surface potentialU0520.5 V and a surface radiusad50.1mm used in the capacity@Eq. ~6!# to find the dust charge
per unit length. We show solutions for two different widths (s50.5 lD and 0.25lD) of the diffuse cylinder@Eq. ~5!#. The other parameters are the same as
for Fig. 2.
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515 F. Melandso” and J. Goree: Particle simulation of 2D dust crystal formation 515
ing on the downstream side of the particle locations
s50.25lD than for 0.5lD . This difference in ion density
becomes smaller as we move closer to the electrode
enter an area of reduced ion density. The plasma poten
Fig. 3~b!, however, shows very little difference between t
upper and lower figures, except close to the particle lo
tions. This indicates that this potential distribution is close
the one for two lines (d i distributions! in the far field. We
would therefore expect that these diffuse objects will mo
collisions between small cylindrical dust particles (ad!lD)
very accurately, as long as the particles do not come
close as they collide. The ion flux cannot, however, be m
eled accurately in the vicinity of the charged objects or in
ion focusing region due to the large difference in ion den
between the lower and upper panels in Fig. 3~a!.

The strong ion focusing that occurs on the downstre
side of a negatively charged object@Fig. 3~a!# will lead to a
region where the plasma potential goes positive@Fig. 3~b!#.
This region has previously been suggested to be respon
for the vertical alignment of dust particles in dust crys
structures2 and trapping of other negatively charged d
particles.1 We shall now use our simulation to assess h
important this ion focusing effect is for the formation of du
crystals.

By using a simple system of only two particles under
influence of gravity in the sheath, we searched for equilib
and found results that are very illuminating for understa
ing the interparticle potential. The equilibrium is bistab
Depending on the particles’ initial positions, they settle eit
into a side-by-side equilibrium or a vertical column. Wh
they were initially side by side, they stayed that way. T
final separation between the particles in thex direction was
Lx/2 whereLx is the size of the computation domain in th
x direction. This separation can be understood in view of
periodic boundary conditions used in this direction wh
introduce ghost dust particles outside the computational
main. These ghost particles confine the dust in thex direction
and create a minimum in the potential energy@Eq. ~9!# at
particle separationLx/2. In the other direction (z direction!,
the final levitation height of the dust particles above the e
trode will be determined by the force balance between g
ity and the electrostatic force. The latter includes both
electrostatic force caused by the sheathFe and the ion Cou-
lomb drag forceFd , as illustrated in Fig. 1.

However, when we aligned the two particles initially o
top of each other, that is how they remained. The do
stream particle settled close to the potential maximum g
erated by the upstream particle.

Further runs with two particles distributed randomly
space show that only these two final orientations~aligned
side by side and on top of each other! are possible. To deter
mine which of these alignments is most likely, one can co
pare the average potential energy, defined by Eq.~9!, for the
configurations. Denoting these asEp1 andEp2 for side-by-
side and vertical~on top of each other! alignments, respec
tively, we found thatEp2 /Ep1.1 whenLx is so large that
the potential interaction from the ghost particles outside
JVST A - Vacuum, Surfaces, and Films
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computational domain can be neglected. For these conditions
the horizontal alignment is most likely, since it has the low-
est potential energy. AsLx is made smaller, we eventually
reach a point whereEp2 /Ep1, 1, and vertical alignment be-
comes most likely. This is due to the electrostatic interaction
from the ghost particles.

Numerical results also show that the dust charge-to-mass
ratio qd /md has a profound influence onEp2 /Ep1 . By re-
ducingqd we reduce the ion focusing and therefore the po-
tential maximum generated by the upstream particle. As a
result, we obtain a smallerEp2 /Ep1 ratio. We also see a
reduction in this ratio whenmd is increased. This is due to a
larger gravitational influence, which makes the side-by-side
alignment preferable.

As we increase the number of dust particles, we get a
larger number of possible crystal structures. A system con-
tainingNp56 particles can theoretically settle to one of 13
different crystal configurations. We carried out numerical
simulations with six particles to find their final equilibria,
where we initially distributed the particles randomly in space
with zero velocity. We did not detect all 13 possible arrange-
ments. Those we did not detect are either unstable or stable
with a small probability of being realized. Of course some of
these might be seen with other parameters for the simulation
domain, etc. than we assumed in our runs. For example, a
configuration with six particles on top of each other is one
that we never saw. Very likely it is not stable to transverse
displacements, due to gravity. Then again, perhaps it would
be a possible configuration if the size of our computational
domain in thez direction were smaller.

In Fig. 4 we show how six particles come to equilibria.
Three different sets of random initial positions were used,
and these led to two different equilibrium configurations.
They are the vertically aligned and staggered arrangement
that have been observed in experiments.3,7–9This result veri-
fies that the vertically aligned structures are due to the aniso-
tropic effect of ion focusing in a flowing plasma. It also
agrees with the experiments in demonstrating that the verti-
cal alignment is not the only stable equilibrium. A staggered
arrangement as in a bcc crystal is also possible. The plasm
and dust parameters for Fig. 4 are given in the Fig. 4 caption.

The time evolution of the average kinetic and potential
energy, defined in Eqs.~8! and~9!, respectively, are shown in
Fig. 5. Here we see, as expected, that the potential energy fo
each run approaches a constant value as the gas drag coo
the particles and their kinetic energy approaches zero. We
also see that the final potential energy of the vertically
aligned particles in runs 1 and 3 is identical as expected, and
that the staggered particle arrangement in run 2 has a highe
final potential. The final configuration with three particles in
a vertical column~see Fig. 4! is, therefore, the most probable
for the parameters we used. However, by changingqd /md or
Lx , we got other crystal alignments, where sometimes a
crystal with columns of differing numbers had the smallest
potential energy.

Interesting particle arrangements are found when the
number of particles in the simulation box is increased. In
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Fig. 6 we have increased the number of particles toNp548
and reduced theqd /md ratio. The equilibrium has an ar
rangement with particles in multiple layers. Comparing t
top and bottom layers, there are more particles in the low

FIG. 4. Initial and final positions obtained from the simulation forNp56
dust particles. The particles are initially distributed in three different rand
positions ~runs 1–3! with zero velocity. The parameters areTe51 eV,
n051014 m23, M52, fs525 V, U0521 V, andad50.1mm, and a dust
material densityrd5103 kg/m3.

FIG. 5. Time evolution for the average dust particle energy-to-mass ra
Ek /md andEp /md for the solutions shown in Fig. 4. HereEk is the dust
average kinetic energy@Eq. ~8!# while Ep is the average potential energy
@Eq. ~9!#.
J. Vac. Sci. Technol. A, Vol. 14, No. 2, Mar/Apr 1996
e
st

layer ~14! than in the uppermost~7!. In effect, the horizontal
lattice constant is not the same for the top and bottom laye
Due to this, it is impossible for the crystal to form either
simple columns or staggered layers with equal spacing,
we have already observed in the simulation with a smalle
number of particles. Instead, the crystal has a more comp
cated arrangement.

IV. DISCUSSION

Our numerical results show that dust particles confined b
an electrostatic field and gravity have equilibria in both side
by-side and vertically aligned arrangements. The latter alig
ment is caused by the ion focusing downstream of a neg
tively charged particle. This leads to an attractive force tha
pulls one negatively charged particle directly below anothe
so that it rests in the local maximum in the plasma potentia
as shown in Fig. 3. This kind of trapping may happen ran
domly and leads to a number of different equilibria where th
force acting on each dust particle is zero. Different sets o
initial conditions might therefore give different alignments
as shown in Fig. 4. Each alignment has a discrete potent
energyEp ~Fig. 5! where the alignment with the lowest po-
tential has the greatest probability for occurring. The poten
tial energyEp for each alignment is strongly correlated to the
qd /md ratio and to theLx dimension of the computation
domain. In a physical dusty crystal it would probably be
possible to get transitions between different equilibrium
alignments due to, for instance, thermal motions of dust an
low frequency fluctuation in the electric field.

Dust plasma crystals that are observed in experiments o
ten show regular 3D structures that can be identified as hex
gons, bcc, and fcc crystals.3–9 A 3D crystal can, of course,
not be obtained in our 2D simulation, but we would expect t

m

ios

FIG. 6. Initial and final positions for a system containingNp548 diffuse
dust particles. The other parameters areTe51 eV, n051014 m23, M52,
fs525 V, U0520.5 V, ad50.15mm, andrd5103 kg/m3.
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get regular 2D structures if we ran our simulation under
same conditions as in these experiments. There are, how
a number of numerical limitations that make this difficult. A
an example, our 2D objects have a different capacity tha
sphere and a corresponding different space charge cont
tion from the objects and differentqd /md ratios. We would,
for instance, get a factor of;3 largerqd /md ratio if we had
used spheres instead of cylinders with the same surface
tential, material density, and radius. The focusing of io
around the object would also have been larger aroun
sphere than a cylinder due to the geometry.2 This enhanced
focusing suggests that, together with the largerqd /md ratio,
the ion stream effect probably is important for much larg
spherical dust particles than for the small sizead.0.1 mm
cylinders we used.

The periodic boundary condition in thex direction may
also impose nonphysical interactions between the simul
dust particles and the ghost particles outside the comp
tional domain. We need, for instance, a large number of
merical dust particles to get the motion of a dust particle
correlated with the motion of the corresponding ghost p
ticle. Other simplifications which may be inaccurate are
constant dust charge and the neglect of ion–neutral c
sions. Previous studies of dust charge variation in, for
ample, Ref. 17, show that the dust charge may vary con
erably over the sheath due to variations inne andni . Local
effects, such as ion focusing around objects, may also cha
the ion flux into one particle as it enters the wake
another.2,18 Ion neutral collisions will change the structure
this wake when the ion–neutral collision mean free path
proaches the dimension of the wake. This might be an
portant effect in gas discharges with relatively large neu
pressure. A general and accurate numerical simulation
dust particle crystallization must therefore be done in
with nonperiodic boundary conditions in all directions, i
cluding an accurate model for charge variation and io
neutral collisions.

It is possible to use the analytical approximation given
Ref. 1 to estimate the conditions where the attractive fo
between charged dust particles becomes important comp
to, for instance, gravity. In Ref. 1 the authors obtain t
plasma potential

f~z!5
eZd

2pe0uzu
cosS uzu

Ls
D ~12!

on an axis going through an isolated negatively char
sphere parallel to the ion flow direction. Herez is the dis-
tance from the particle on the downstream side whileLs is a
length scale determined by the Debye length and the M
flow numberLs5lD(M

22 1)1/2. Potential~12! assumes tha
M.1, a large distance from the charged object and lo
wavelengths compared tolD . This potential has a maximum
and a minimum close toz5pLs and 2pLs , respectively. We
find the ratioe between the electrostatic energy correspo
ing to this potential difference and the gravitational ene
required to remove a negatively charged dust particle fr
the potential well to be
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For plasma parameters that can apply to gas discharges
(n051015 m23, Te51 eV! and dust particles with size
ad51–10 mm which is typical for dust in plasma crystal
experiments,5–9 we obtain e;1021–1022. We have as-
sumed here a dust material density ofrd5103 kg/m23 and a
dust surface potential ofeU/KTe54. For such small values
of e, gravity should be able to remove a charged dust particle
from the attractive potential well. However, other forces such
as the ion drag force, thermophoretic force, and the electro-
static force from the sheath will nearly cancel out gravity in
the regions where the dust particles are trapped and make the
net force acting on a dust particle considerably less than
gravity. Equation~13! therefore underestimates the impor-
tance of the attractive force. Another problem with this esti-
mate is that some of the dust and plasma parameters used in
Eq. ~13! are rather uncertain. This is especially the case for
the dust surface potentialeU/KTe in rf discharges. Here
eU/KTe probably varies a lot between individual experi-
ments since it is strongly correlated to the rf amplitude on the
electrodes and the position of dust particles in the sheath.

Even though Eq.~13! and the numerical approach we
used both include a number of physical simplifications, they
are probably able to give a good illustration of the impor-
tance of anisotropic effects due to ions flowing toward the
electrodes. In the numerical solutions we obtain both a ran-
dom crystal structure in Fig. 4 and a more regular dust crys-
tal in Fig. 6 as we increaseNp and decrease theqd /md ratio
used in Fig. 4. The reason for this regularity is the reduced
qd /md ratio where the particle trapping effect no longer has
a profound influence on the crystal structure. Long vertical
alignments which may occur due to the random particle trap-
ping have zero or very small probability. This particle align-
ment is therefore strongly influenced by gravity which gives
a constant vertical extension of the crystal.
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