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A two-dimensional simulation is used to study the crystallization of strongly coupled dusty plasmas.
The dust grains are simulated as particles, while the electrons and ion solutions are obtained from
fluid equations. We model gas discharges with dust particles confined in the sheath and at the sheath
edge. In these regions the ions flow past the dust grains at a velogitthat typically is
mesothermaly 1 <<vo<<v.. A negative charged dust particle will under these conditions focus the
ions, creating a local maximum in the plasma potential on the downstream side of the particle. This
maximum means that there is an anisotropic interparticle interaction, which can be manifested as an
attractive interparticle force along the axis of the plasma flow. Our simulation shows that the
equilibrium configuration of a dust crystal structure can be profoundly influenced by this asymmetry
in the ion flow and plasma potential for certain charge to mass ratios for the dust particles. We
initially distribute dust particles randomly in space with zero velocity and integrate their equations
of motion, tracking their orbits as they settle into equilibrium positions. We show that there are
several stable final equilibria, although they do not all have the same potential energy or probability
of occurring. The most likely crystal configuration depends on the charge-to-mass ratio and the
horizontal particle spacing of the grains. The vertically aligned columns of particles that have been
observed in plasma crystal experiments are shown to be most likely for large dust charge-to-mass
ratios. © 1996 American Vacuum Society.

[. INTRODUCTION phase transitions and crystallization of dust parti¢feshe
method suggested in Ref. 10, however, assumes symmetric

Dust particles in gas discharges are often confined in re-, " "~ . C . X
gions where the plasma has a mesothermal streaming veIoEt"eIdmg of the dust particles, which is unsuitable for drift-

. . Ing ion in the mesothermal regime.
ity Vo (v1i<Vo<<v7e) towards the electrodes with respect to . . . .
L . For this article we have expanded the two-dimensional
the thermal velocities of the ions;; and electron® .. Me- : . ; .
5 e QD) model used in Ref. 2 to include following the motion of

sothermal flows around a solid object are characterized b ; X X
J y athe dust particles self-consistently from the forces acting on

lon rarefaction in the wake followed by an ion focusing re- the particles. The numerical method is a quasiparticle simu-
gion, both of which contribute to a polarization of the | P ' . q par
1!atlon, where the plasma is represented by a fluid and the

plasma. This polarization is especially interesting since i X . . )
causes the plasma potential to oscillate in position doanUSt particles byN,, diffuse objects. In order to simulate

stream of the particle. Oscillations or potential wells, as pre_lewtann of dust outside an electrode surface, we have bi-

dicted both from a linear test particle approaaind from '3’15: Ceilér(]:?ro%c))atﬁremzlti\?gl ”\:\ﬁﬂ?lrjetzféove\z"cr'lqtob;léndotentlijall?g?\gthe
numerical calculations of nonlinear fiuid equatidnejay inflowing side gince t);ﬂs otengal dro caFL)Jses an electro
trap other dust particles if the thermal motion of dust is suf-_ " 9 " P oP :

ficiently low. static force acting on the dust particles opposite to the

Laboratory experiments have revealed a significant angtreammg direction, it may be balanced by the ion drag that

isotropy in the interparticle interactions in dusty plasriias. oceurs n our mode_l. To make the S|mulr_;1t|on more reahsﬁc
for larger dust particles, we have also included a gravita-

These include vertically aligned particle in crystalline lattices ional force on the dust particles. Our simulations show that
and string-shaped coagulated particles. We have previousy P '

suggestedithat the plasma anisotropy due to an ion flow may ust particles arrange themselves easily in a regular lattice,

lead to these effects. In the case of the lattices, particle‘%Ind that the potential wells predicted in Refs. 1 and 2 are, for

arrange in horizontal hexagons that often have an unexpect > emeart)i{; ra?ee\}z:li Zﬁ; ﬁQigﬂgﬁﬁgggitrnpﬁ,ritt'gfsaﬁgn;nt'
vertical alignment parallel to the flow rather than the stag- peating P S

gered bce or fce structures that are expected if the interpai—rr'b::;(ljln:eoé du_?tb?_:rtlcles, we find a number of different 2D
ticle potential is isotropié¢=® ystalline equilibria.
Particle simulations have previously been used to StUd¥|. NUMERICAL MODEL

aElectronic mail: frank@phys.uit.no To model the dynamic of_a s_trong_ly c0L_1pIed dusty
YElectronic mail: goree@dusty.physics.uiowa.edu plasma, we have used a quasiparticle simulation where the
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plasma is described by a fluid while the dust particles ardor numerical purposes, over a smooth profile described by

described by diffuse objects. This approach will include dusthe radial distributiors, . For this article we used a Gaussian

particle effects such as Coulomb collisions between dust

grains, thereby allowing us to study the structure and dynam-

ics of particles in crystallized and liquidlike dusty plasmas. X~ %)= 2 extl — (x—x) /o] )

Wave-—patrticle interactions between the dust particles and the

plasma fluid and the ion Coulomb drag are also incorporatedentered around a positiog with a distribution widtho.

to the extent possible while modeling ions as a fluid. The normalization constant in front of the exponential term,
is chosen so thaf S;dx= 1, assuming an infinite large 2D
space. It is easy to show by integrating E4). over an infi-

A. Plasma nite large 2D space that this normalization giv¥,Zy as

The plasma is assumed to flow with a mesothermal velocthe total space charge contribution per unit length from all

ity where the thermal effects from ions are assumed to bgylinders, as expected. Note that th_e charge on the particle is
small. The ions can therefore be described by a cold ﬂuidassumed azimuthally symmetric, without any dipole moment

. : . . on the grain itself.
responding to the plasma potentialaccording to the conti- o . . :
nuity and force equations The distribution given in Eq5) is peaked at the center of

the particle. This is unlike the hollow profile used in Ref. 2,

i+ V(nv;) =0, (1)  whereS, was peaked at the nominal surface of the particle.
ez Equation (5) allows easier numerical resolution for small
AV +v,Vvj=— WV(ﬁ' 2) particle sizes than in Ref. 2, but at the expense of realism as
i

to where the charge resides on the particle. Here, the charge
Heren;, v;, Z;, andm; are the ion density, velocity, elec- is distributed throughout the particle and is peaked in its
tronic charge, and mass, respectively. We have assumed hetenter. The validity of this is limited to particles that are
that the dust particle radiug, is much smaller than the elec- small compared to the shielding lengéy<\pe. Physically,
tron Debye lengthp and have neglected the ion loss into an infinitesimal particle has a space charge distributed as a
the dust particles. The ion loss into a dust particle causes dnirac delta sources;(x—x;) corresponding to a line in our
ion wake(rarefaction of the ion densitymmediately down- 2D geometry. A line is theoretically equivalent $, in the
stream of the solid partici;*? and this effect would obvi- limit o<\p. However, in the numerical solutions we must
ously be lost in our model. However, for small dust particlesalways work with a finiteo in order to resolve the diffuse
(ag<\p), the number of ions in this wake will contribute Object numerically. In problems where plasma shielding ef-
little to the asymmetrical potential around the dust parficle. fects are of interest, the dimension of the computational do-
The shape of the potential is mainly determined by ion fo-mainL must be chosen significantly larger theg (typically
cusing(included in our mod@lwhich appears regardless of L ~ 10-20\p). Because of this, we normally have to use
the dust particle size. 0~0.5-0.258 which gives a solution in the vicinity o

The electrons are characterized simply by a prescribethat is different from the one aroundj. This difference be-
uniform temperaturel, and a density given by the Boltz- comes smaller in the far fieltht a distance fron$; of the

mann relation order of or larger thamp).
The charged patrticles in a dusty plasma interact through a
Ne=nNg ex;{ E) 3) Coulomb scattering, which is modeled in our simulation by
KTe the force acting on a diffuse particle due to the local electric

Here n, is the ion density at a point well away from any field in the plasma. The literature contains reports of several

object in the plasma. The electron and ion densities are thelf€oretical studies of how diffuse objects collide compared
included in the Poisson equation with point objects in a thermal plasm@Unfortunately, these

studies are not applicable to our cold ion model. We are
therefore limited only to do numerical tests where we, for
instance, can change to see if this parameter has a pro-
. o found influence on the solution. This is done in Sec. Il
together with the space charge contribution frovp dust Our 2D cylindrical particles differ in some ways from
particles with equal charge equal chargge. As in Ref. 2,y gical spheres in three dimensi@D). One important dif-
we model the spatial distributions of the charge and ion abtgrence is in the capaci of the objects. For a small sphere
;orptlon on a dust particle using a diffuse rather than discong;ith radius ag<\p, we can neglect shielding from the
tinuous surface. plasma, and use the capaciy=4meyay of an isolated ob-
ject. For a cylinder, however, we have to include the shield-
ing due to the geometry. Since this shielding is rather com-
plicated in a mesothermal plasma flow, we can only estimate
In our 2D simulation the diffuse objects are assumed to bé¢his relation, for instance, from two concentric cylinders
infinite long cylinders aligned parallel to the electrode sur-where the outer one is shielded at a distaxge The capac-
face. Their surface charge and ion absorption is distributedty per unit length then becomes

N

€Vip=—e ni_ne"'depl Si(x) (4)

B. Dust particles
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C=2mep/In( 1+Np/ay), (6) , .
supersonic flow
where the surface chargg per unit length of a cylinderis Machmmberht
related to the surface potentidl, by qq=CU,. It is impor- inflowside | .
tant to notice that this capacity difference between 2D and: Fo f ;
3D dust particles leads to two major differences between our. ghost @ | panicle o ghost @ #2)
simulation and a 3D simulation with spherical dust particles. partele Fg+mgg ¢ partcle ‘
First of all, we would have a different space charge contri-; outfowside |
bution from spheres given by the parameferand from a eloctrode X o5
cylinder which is given by a redefing® value?!* Second, -——

the levitation of a cylinder will be different from a sphere

due to a dlﬁerenq‘i/md ratio. Fic. 1. Sketch of the simulation system showing a single dust particle con-

fined in the sheath above a negatively biased electrode. lons enter the sheath
) in the —z direction with a specified Mach numb&t >1. Our numerical
C. Solution procedure approach assumes periodic and nonperiodic solutions ix #red z direc-

. . . tions, respectively. Ghost particles due to periodic boundary conditions
The orbits of the diffuse dust particles are followed by simylate a horizontal particle spacing log.

integrating their equations of motion. Interpolation is re-

quired since the positions of the diffuse particle centgiie

between the numerical grid points where the potential is calany energy input, the dust particles graduately damp into
culated. For &, distribution the plasma potential gtcan be  their equilibrium positions. The dust particle average kinetic
calculated from the interpolation or convolution integral €nergy,

d(x) = [ d(X) §i(x—x;)dx. This method can be adapted for N

p
the diffuse particles, which yields Ek:Ni 2 ;md|ui|2' @)
=1
d%;  ezy _ P! . _
T WJ V ¢(x) S (x—x))dx+g—nu;. (7)  will therefore approach zero as the dust particles obtain an
d equilibrium.

Obviously, the use of; instead of§; introduces an error We also compute the average potential energy of the dust
which becomes small whenr is small compared to the particles,

length scale of variation oV ¢(x) around locatiorx; . Here 1 N
we have also included gravity, which is important for large E - N (x4 ' 9
dust particles, and a friction force »u; for a dust particle PN 2‘1 (ol 60x) = i(x) ]+ Mag}, ©

with velocity u;. This friction force can be used to model hereqyd, is the electrostatic energy contribution from the
collisions between dust particles and neutral particles, but iy Qa i 9y

. X S article itself, which has to be subtracted from the total elec-
is also needed for numerical reasons. The dust kinetic energj;ostatic energyl e
often has to be reduced in the numerical solution before flui v
and crystal-like structures can be seen.
The plasma potentiap(x) in Eq. (7) is calculated from lll. RESULTS
Poisson’s equatio4) which includes Boltzmann electrons,  In our numerical simulations we assume the ions to enter
cold fluid ions, and the dust particles described by diffuse¢he 2D computation domairk(z) in the counterz direction
objects. Since the plasma fluid equati¢gss.(1)—(4)] pre-  as shown in Fig. 1, with a supersonic velocityv, or a
dict ion acoustic waves, we are able to model wave—particiach numbeM =|v,/cj|>1 normalized to the ion acoustic
interactions between this wave mode and the diffuse dustelocity ¢;. The solutions are assumed to be periodic in the
particles. A local ion acoustic wave is generated around eack direction, and nonperiodic in thedirection so that bound-
charged dust object due to electrostatic interaction and leadyy conditions can be imposed a0 andz=L,. On the
to an ion Coulomb drag force acting on the dust particlesinflow boundary ¢=L,) we specify three conditions
This force will therefore appear in E¢?) through the poten-
tial ¢(x). However, ion drag due to direct collisions between
ions and dust particles is not included in our model, where n;(z=L,)=n,, (10
we neglect ion absorption into the dust particles.
The time scale of the motion of dust particles is much $(z=L,)=0
slower than for electrons and ions. Thus, we can assume thdue to the supersonic inflow velocity. Herg is the compo-
plasma to always be in equilibrium when we compute thenent ofv; in z direction (velocity component normal to the
dust motion. In our calculations we relax the plasma until itinflow boundary. The cold ions are then assumed to be ac-
reaches a stationary solutips, = 0 in Egs.(1) and(2)] for ~ celerated towards a negatively biased electrode with respect
each time the dust particles are moved. These steps are themthe potential on the inflow sidsee Fig. L Since the flow
repeated until the dust particles settle into equilibrium posiis supersonic in the entire computational domain, ion acous-
tions where the forces acting on all dust particles are zerdic waves are not able to propagate in the counterstream di-
Due to the friction force used in E@7) and the absence of rection. This means physically that no ion acoustic wave

vi(z=L,)=—vo,
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" plasma potential -3 [volts] #(z2=0)= ¢ 11

100 r 1 on the outflow boundary, while values faf andv;, at the
‘0'1;r 1 electrode are computed from their differential equations.
10'25 1 To solve the set of equations for the plasma and the elec-
10'3; 1 trostatic field given by Eqg1)—(4) we have used a spectral
10'4(; n = o method®® In this approach the solutions are expanded in

terms of Chebyshev and Fourier polynomials in thand x

electric field -E [volts/m] directions respectivel%zﬁ

10° 1 A solution for a dust-free sheath was found as a stationary
102 | 4 solution of Egs.(1)—(4). This solution, shown in Fig. 2, is
10! | ] the same as for the well known cold ion model for shedths.
100 | 4 In Fig. 2 we have used the parametbts-2, T.=1 eV, and

1f
0 5 10 15
plasma densities [m]

10

no=10 m~3 to model the conditions of a low-density gas
discharge. The corresponding electron Debye length is

1015 3 Ap=7.43x10"* m, which is used to normalize the units of
ot M the z axis in Fig. 2. The electrode is biased ¢@=—5 V.

af The sheath is perturbed by the presence of charged dust
10 T 3 particles. In Figs. @) and 3b) we show the perturbations in
1012;5 Mo : the density and plasma potential caused by a pair of station-
10"t ] ary particles aligned side by side with respect to the flow

0 15 direction. These are shown as the solutions with particles

minus the solutions without particles as shown in Fig. 2.
Fic. 2. Stationary plasma solution with no dust particles in the sheath. Thé\IOt? the ion foc_us regions downstream of the partlc_les_ where
parameters arg.=1 eV, ny=10" m~3, M=2, and¢.=—5, correspond-  the ion density is enhanced and the plasma potential is more
ing to an electron Debye length af,=7.43x10"*m. positive. There is an anisotropic potential around a particle,

and the positive charge of the ion focus region can attract a

negatively charged particle.
disturbance can propagate away from the electrode into the The calculations in Fig. 3 were repeated for two different
plasma, and that the plasma will feel only the electrostatiovalues of the diffuse particle widttr=0.5Ap and 0.25\
disturbance from the electrode. A consistent numerical treato see how this numerical parameter affects the results. The
ment of this problem would therefore be to specify the po-particles are centered at x,g)=(2.5,11.25) and

5 10
z position [Ap)

tential (7.5,11.25). In Fig. @) notice the much stronger ion focus-
ion density n, - n; [x 10" m? plasma potential ¢ - ¢ [Volts]
= 0=0.54, 700
{ 6=0.5Ap) ( o) "f[[‘:\\“’ o,
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Fic. 3. Perturbation in the ion densit@) and plasma potentigb) due to two negatively charged cylinders aligned side by side with respect to the ion
streaming direction. Both cylinders have a surface potebtjat —0.5 V and a surface radiug=0.1 um used in the capacifyeq. (6)] to find the dust charge

per unit length. We show solutions for two different widths=€0.5\ and 0.25\) of the diffuse cylindefEq. (5)]. The other parameters are the same as
for Fig. 2.
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ing on the downstream side of the particle locations forcomputational domain can be neglected. For these conditions
o=0.25\p than for 0.5A . This difference in ion density the horizontal alignment is most likely, since it has the low-
becomes smaller as we move closer to the electrode angkt potential energy. Ak, is made smaller, we eventually
enter an area of reduced ion density. The plasma potentialeach a point wherg,,/E,; < 1, and vertical alignment be-
Fig. 3(b), however, shows very little difference between thecomes most likely. This is due to the electrostatic interaction
upper and lower figures, except close to the particle locafrom the ghost particles.
tions. This indicates that this potential distribution is close to Numerical results also show that the dust charge-to-mass
the one for two lines § distributions in the far field. We  ratio qq/my has a profound influence dB,,/E,;. By re-
would therefore expect that these diffuse objects will modeducing gy we reduce the ion focusing and therefore the po-
collisions between small cylindrical dust particleg&\p) tential maximum generated by the upstream patrticle. As a
very accurately, as long as the particles do not come tocesult, we obtain a smalleE,/Ey; ratio. We also see a
close as they collide. The ion flux cannot, however, be modreduction in this ratio whemy is increased. This is due to a
eled accurately in the vicinity of the charged objects or in thdarger gravitational influence, which makes the side-by-side
ion focusing region due to the large difference in ion densityalignment preferable.
between the lower and upper panels in Figa)3 As we increase the number of dust particles, we get a
The strong ion focusing that occurs on the downstreantarger number of possible crystal structures. A system con-
side of a negatively charged objdétig. 3(@] will lead to a  tainingN,=6 particles can theoretically settle to one of 13
region where the plasma potential goes positivig. 3b)]. different crystal configurations. We carried out numerical
This region has previously been suggested to be responsibéémulations with six particles to find their final equilibria,
for the vertical alignment of dust particles in dust crystalwhere we initially distributed the particles randomly in space
structure$ and trapping of other negatively charged dustwith zero velocity. We did not detect all 13 possible arrange-
particles! We shall now use our simulation to assess howments. Those we did not detect are either unstable or stable,
important this ion focusing effect is for the formation of dust with a small probability of being realized. Of course some of
crystals. these might be seen with other parameters for the simulation
By using a simple system of only two particles under thedomain, etc. than we assumed in our runs. For example, a
influence of gravity in the sheath, we searched for equilibriaconfiguration with six particles on top of each other is one
and found results that are very illuminating for understandthat we never saw. Very likely it is not stable to transverse
ing the interparticle potential. The equilibrium is bistable. displacements, due to gravity. Then again, perhaps it would
Depending on the particles’ initial positions, they settle eithetbe a possible configuration if the size of our computational
into a side-by-side equilibrium or a vertical column. Whendomain in thez direction were smaller.
they were initially side by side, they stayed that way. The In Fig. 4 we show how six particles come to equilibria.
final separation between the particles in thdirection was Three different sets of random initial positions were used,
L,/2 whereL, is the size of the computation domain in the and these led to two different equilibrium configurations.
x direction. This separation can be understood in view of thé'hey are the vertically aligned and staggered arrangements
periodic boundary conditions used in this direction whichthat have been observed in experimeXts’ This result veri-
introduce ghost dust particles outside the computational ddfies that the vertically aligned structures are due to the aniso-
main. These ghost particles confine the dust inxtldgection  tropic effect of ion focusing in a flowing plasma. It also
and create a minimum in the potential enefdg. (9)] at  agrees with the experiments in demonstrating that the verti-
particle separatioh,/2. In the other directionZ direction, cal alignment is not the only stable equilibrium. A staggered
the final levitation height of the dust particles above the elecarrangement as in a bcc crystal is also possible. The plasma
trode will be determined by the force balance between gravand dust parameters for Fig. 4 are given in the Fig. 4 caption.
ity and the electrostatic force. The latter includes both an The time evolution of the average kinetic and potential
electrostatic force caused by the shelathand the ion Cou- energy, defined in Eq$8) and(9), respectively, are shown in
lomb drag forceFy, as illustrated in Fig. 1. Fig. 5. Here we see, as expected, that the potential energy for
However, when we aligned the two particles initially on each run approaches a constant value as the gas drag cools
top of each other, that is how they remained. The downthe particles and their kinetic energy approaches zero. We
stream particle settled close to the potential maximum genalso see that the final potential energy of the vertically
erated by the upstream particle. aligned particles in runs 1 and 3 is identical as expected, and
Further runs with two particles distributed randomly in that the staggered particle arrangement in run 2 has a higher
space show that only these two final orientatigabgned final potential. The final configuration with three particles in
side by side and on top of each othare possible. To deter- a vertical columr(see Fig. 4is, therefore, the most probable
mine which of these alignments is most likely, one can comfor the parameters we used. However, by changjpany or
pare the average potential energy, defined by(Bq.forthe L,, we got other crystal alignments, where sometimes a
configurations. Denoting these &$; andE, for side-by-  crystal with columns of differing numbers had the smallest
side and verticalon top of each otheralignments, respec- potential energy.
tively, we found thatE,/Ep;>1 whenlL, is so large that Interesting particle arrangements are found when the
the potential interaction from the ghost particles outside thewumber of particles in the simulation box is increased. In
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Fic. 4. Initial and final positions obtained from the simulation fdg=6
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initial positions final positions initial positions
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5 5 . . . X position [Ap]
0 00 o
0 2 4 6 8 10 0 2 4 6 8 10 Fic. 6. Initial and final positions for a system containihg =48 diffuse

dust particles. The other parameters &ige=1 eV, ng=10" m=3, M=2,

x position [Ag]

ds=—5V,Uy=—0.5V,a,=0.15um, andpy=10° kg/nr.

dust particles. The particles are initially distributed in three different random|ayer (14) than in the uppermoe{V). In effect. the horizontal

positions (runs 1-3 with zero velocity. The parameters ale=1 eV,
ne=10"%m=3, M=2, ¢s=—5V,Uy=—1V, anday=0.1 um, and a dust

material densityy=10° kg/n.

Fig. 6 we have increased the number of particledlfe- 48

lattice constant is not the same for the top and bottom layers.
Due to this, it is impossible for the crystal to form either

simple columns or staggered layers with equal spacing, as
we have already observed in the simulation with a smaller
number of particles. Instead, the crystal has a more compli-

and reduced thejy/my ratio. The equilibrium has an ar- cated arrangement.
rangement with particles in multiple layers. Comparing the
top and bottom layers, there are more particles in the lowesty. DISCUSSION

Fic. 5. Time evolution for the average dust particle energy-to-mass ratio
Ex/mg and E,/my for the solutions shown in Fig. 4. Heilg, is the dust

0.065}

0.060L

E,/m, [m?/s?]

0.05 0.10

E/m, [m%/s?]

0.00

0.05 0.10

time [s]

0.15

Our numerical results show that dust particles confined by
an electrostatic field and gravity have equilibria in both side-
by-side and vertically aligned arrangements. The latter align-
ment is caused by the ion focusing downstream of a nega-
tively charged particle. This leads to an attractive force that
pulls one negatively charged particle directly below another
so that it rests in the local maximum in the plasma potential,
as shown in Fig. 3. This kind of trapping may happen ran-
domly and leads to a number of different equilibria where the
force acting on each dust particle is zero. Different sets of
initial conditions might therefore give different alignments,
as shown in Fig. 4. Each alignment has a discrete potential
energyE, (Fig. 5 where the alignment with the lowest po-
tential has the greatest probability for occurring. The poten-
tial energyE, for each alignment is strongly correlated to the
gq/my ratio and to theL, dimension of the computation
domain. In a physical dusty crystal it would probably be
possible to get transitions between different equilibrium
alignments due to, for instance, thermal motions of dust and
low frequency fluctuation in the electric field.

Dust plasma crystals that are observed in experiments of-

fen show regular 3D structures that can be identified as hexa-

<9
average kinetic energlEq. (8)] while E, is the average potential energy 9ONS, bee, and fee crystals? A 3D crystal can, of course,
[Eq. 9]
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get regular 2D structures if we ran our simulation under the noKTe eU\?
same conditions as in these experiments. There are, however, €= 7=~ uz 77 K_Te)
a number of numerical limitations that make this difficult. As
an example, our 2D objects have a different capacity than §Or plasma parameters that can apply to gas discharges
sphere and a corresponding different space charge contrib{fo=210" m™3, T,=1 eV) and dust particles with size
tion from the objects and differemty/my ratios. We would, @s=1—10 um which is typical for dust in plasma crystal
for instance, get a factor of3 largerq,/m, ratio if we had ~ €xperiments”® we obtain e~10"'-10"2. We have as-
used spheres instead of cylinders with the same surface pgtmed here a dust material densitypgf= 10> kg/m™° and a
tential, material density, and radius. The focusing of ionsdust surface potential &U/KT.=4. For such small values
around the object would also have been larger around 8f € gravity should be able to remove a charged dust particle
sphere than a cylinder due to the geométihis enhanced from the attractive potential well. However, other forces such
focusing suggests that, together with the larggim, ratio, ~ as the ion drag force, thermophoretic force, and the electro-
the ion stream effect probably is important for much |argerstatic force from the sheath will nearly cancel out gravity in
spherical dust particles than for the small sigg=0.1 xm the regions where the dust particles are trapped and make the
cylinders we used. net force acting on a dust particle considerably less than

The periodic boundary condition in the direction may  gravity. Equation(13) therefore underestimates the impor-
also impose nonphysical interactions between the simulatei@nce of the attractive force. Another problem with this esti-
dust particles and the ghost particles outside the computdbate is that some of the dust and plasma parameters used in
tional domain. We need, for instance, a large number of nuEd. (13) are rather uncertain. This is especially the case for
merical dust particles to get the motion of a dust particle nothe dust surface potenti®U/KT, in rf discharges. Here
correlated with the motion of the corresponding ghost pareU/KT, probably varies a lot between individual experi-
ticle. Other simplifications which may be inaccurate are thements since itis strongly correlated to the rf amplitude on the
constant dust charge and the neglect of ion—neutral collielectrodes and the position of dust particles in the sheath.
sions. Previous studies of dust charge variation in, for ex- Even though Eq(13) and the numerical approach we
ample, Ref. 17, show that the dust charge may vary consicdsed both include a number of physical simplifications, they
erably over the sheath due to variationsijnandn;. Local ~ are probably able to give a good illustration of the impor-
effects, such as ion focusing around objects, may also chandg@nce of anisotropic effects due to ions flowing toward the
the ion flux into one particle as it enters the wake ofelectrodes. In the numerical solutions we obtain both a ran-
anothe*¢ lon neutral collisions will change the structure of dom crystal structure in Fig. 4 and a more regular dust crys-
this wake when the ion—neutral collision mean free path aptal in Fig. 6 as we increasd;, and decrease thg;/my ratio
proaches the dimension of the wake. This m|ght be an imused in Flg 4. The reason for this regularity is the reduced
portant effect in gas discharges with relatively large neutrafla/Mq ratio where the particle trapping effect no longer has
pressure. A general and accurate numerical simulation o Profound influence on the crystal structure. Long vertical
dust particle crystallization must therefore be done in 3Dalignments which may occur due to the random particle trap-
with nonperiodic boundary conditions in all directions, in- Ping have zero or very small probability. This particle align-
cluding an accurate model for charge variation and ion-mentis therefore strongly influenced by gravity which gives
neutral collisions. a constant vertical extension of the crystal.

It is possible to use the analytical approximation given in
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