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Viscous heating due to shear motion in a plasma can result in the excitation of a longitudinal

acoustic wave, if the shear motion is modulated in time. The coupling mechanism is a thermal

effect: time-dependent shear motion causes viscous heating, which leads to a rarefaction that can

couple into a longitudinal wave, such as an acoustic wave. This coupling mechanism is demon-

strated in an electrostatic three-dimensional (3D) simulation of a dusty plasma, in which a local-

ized shear flow is initiated as a pulse, resulting in a delayed outward propagation of a

longitudinal acoustic wave. This coupling effect can be profound in plasmas that exhibit local-

ized viscous heating, such as the dusty plasma we simulated using parameters typical of the PK-4

experiment. We expect that a similar phenomenon can occur with other kinds of plasma waves.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4956444]

I. INTRODUCTION

Plasmas, in general, can sustain both longitudinal and

transverse waves, sometimes at the same frequencies. One

kind of wave can be converted into another by several mech-

anisms that are known, including linear mode conversion

(for a wave propagating into a gradient in plasma density,

for example)1 as well as nonlinear coupling mechanisms

such as Raman and Brillouin backscatter.2 In this paper, we

report another mechanism for the coupling of two waves:

rarefaction arising from viscous heating.

In the presence of a velocity shear, viscous heat is pro-

duced at a rate

_Q / gc2: (1)

Here, g is a viscosity, and c� dux/dy is the transverse gradi-

ent of a hydrodynamic velocity ux. If the velocity shear c is

modulated in time, the viscous heat production will be simi-

larly modulated. It is therefore possible for an oscillating

wave with shear motion to result in an oscillating pattern of

temperature variation. Likewise, it is possible for a pulsed

shear motion to produce a pulsed temperature variation.

Viscous heating is certainly a well-known phenomenon

in fluid mechanics. It is, for example, the energy loss mecha-

nism for water flowing through a pipe. If a fluid has a shear

that is spatially localized, one would expect heat to be gener-

ated mainly in the high-shear region. A localized hot spot

could develop, unless thermal conduction is so rapid as to

immediately flatten the spatial profile of the temperature.

This rapid flattening indeed occurs in ordinary fluids such as

water, so that localized hot spots due to viscous heating are

not observed in those substances. On the other hand, certain

plasmas may have a combination of strong viscous heating

and small thermal conduction so that hot spots can occur, as

was observed for the first time in a dusty plasma experi-

ment.3 This recent discovery leads us to search for wave-

coupling effects due to localized viscous heating in dusty

plasmas. We conduct this search using a three-dimensional

(3D) electrostatic simulation of a dusty plasma.

A dusty plasma4–17 is a mixture of electrons, ions, and

small solid particles that are highly charged. It can also con-

tain neutral gas. A flow of dust particles is often observed in

dusty plasma experiments due to momentum imparted by an

ion flux18 or laser beams.3,19–21 The charge on a dust particle

is typically �104 e, for micron-size particles. With such a

large charge, the collection of dust particles represents a

strongly coupled plasma,22 so that dust particles interact

mostly with their nearest neighbors, as molecules do in a liq-

uid. These strong Coulomb collisions can also have profound

effects on transport processes, including viscosity23 in the

case of flowing dust particles.

Collective wave motion, both longitudinal and trans-

verse, can be sustained in dusty plasmas. In a longitudinal

wave, planar wavefronts propagate parallel to the oscillatory

particle motion, and the collection of particles exhibits an os-

cillatory compression and rarefaction. This longitudinal

wave is much like an acoustic wave, except that it exhibits

dispersion at short wavelengths, due to the finite distances

between dust particles.24,25 In a transverse wave, there is a

oscillatory shear motion, with particle velocity in the direc-

tion perpendicular to the wave propagation. These transverse

waves are analogous to the S wave in seismology. In a

liquid-like dusty plasma, the transverse wave propagates

only a few interparticle spacings; it cannot have a long wave-

length as the compressional wave can.25,26 Both kinds of

waves can be damped as they propagate, due to friction on

the ambient neutral gas.25

Waves in dusty plasmas, as in other kinds of plasmas,27

can, in general, be excited either thermally, by instabilities

or some external manipulations. Spectra of thermally excited

waves, or natural phonons, have been observed in two-

dimensional28 and one-dimensional29 strongly coupled dusty

plasmas; in a weakly coupled plasma, these thermal spectra

are sometimes called normal modes.27 Instabilities, such as

those due to ion flows in the weakly coupled limit, have been

shown experimentally to cause self-excitation of dust acous-

tic waves (DAWs).30–35 Rosenberg et al.36 derived a theory

for waves spontaneously excited by a beam of dust particles
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passing through a cloud of other dust particles. Particles

moving at a supersonic speed can also excite Mach-cone like

disturbances in dusty plasmas.37–39 External excitation

mechanisms that have been used to launch waves in a dusty

plasma include an electrically modulated metal wire or elec-

trode24,40–42 and a modulated laser radiation pressure

force.43,44

In this paper, we use a simulation to demonstrate yet

another wave excitation mechanism, arising from localized

viscous heating. In a simulation of a strongly coupled dusty

plasma, we apply an impulsive force that drives a shear

motion with a sudden onset. After a delay, we observe a lon-

gitudinal acoustic wave that propagates outwards from the

edge of the flow. This excitation of the longitudinal wave

occurs after a time delay that is consistent with the observed

time scale for the localized heating of the dust component.

II. METHOD

A. Simulation

In our 3D simulation of a dusty plasma, pulsed particle

motion is induced by an externally applied pulsed force. In

an experiment, this external force could be provided by the

radiation pressure force applied by a manipulation laser.25

We describe here a widely used model of dusty plas-

mas.45 Dust particles are treated as point charges that interact

electrostatically. Electrons and ions in the plasma provide

Debye screening, with a screening length kD. The interaction

between dust particles is binary and described by a Debye-

H€uckel (Yukawa) potential

/ rijð Þ ¼
Q2

4p�0

e�rij=kD

rij
; (2)

where rij is the separation between two particles i and j. The

particle charge Q and the screening length kD are prescribed

parameters, chosen to mimic a particular experiment. The

motion of electrons and ions is not simulated, so that the va-

lidity of this simulation is limited to disturbances of the dust

component that have low frequencies and low amplitudes.

Other effects we neglect in this simplified model include ani-

sotropy in the potential (due to the ion flow wake, for exam-

ple46,47) and electron depletion (which would alter the

charge according to the local dust number density48). It is

reasonable to neglect this depletion effect for our simulation,

because we will perform the simulation under conditions

where the dust number density will vary by less than 20%.

The equation of motion for a particle i of mass m in this

simplified model is

m€ri ¼ �
X

j

r/ij �rU� �gasm _ri þ fiðtÞ þ F: (3)

The terms on the right hand side of Eq. (3) correspond to the

electric interparticle repulsion as described by Debye-

H€uckel potential, the electrical force –rU due to a pre-

scribed electrostatic confinement in the y and z directions,

the friction ��gasm _ri and the random forces fiðtÞ both due to

gas molecules, and finally the externally applied force F to

drive a shear flow. We will choose to apply a non-zero F as a

long pulse to a limited portion of the simulation cell. The

pulse duration is of order 101x�1
p , so that the resulting

shear motion couples effectively into the longitudinal wave.

Here, xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2n=�0m

p
, where n is the 3D number density

of dust particles.

To simulate a long plasma shape, we use a periodic

boundary condition in the x direction. In the y and z directions,

dust particles are electrostatically confined, as mentioned

above. This configuration mimics a portion of the plasma vol-

ume in a long positive column. The simulation cell, Fig. 1,

has dimensions of LxLyLz ¼ 55� 33:8� 28:9 a3, consisting

N¼ 12 800 particles. Here, a is the Wigner-Seitz radius

a ¼ ð3=4pnÞ1=3
.

B. Simulation parameters

Our parameters were motivated by experiments with 3D

dusty plasma clouds. Such 3D experiments are often per-

formed under microgravity conditions. The PK-4 instru-

ment,49–51 now on orbit on the International Space Station

(ISS), is a facility for performing such experiments. It is

equipped with a manipulation laser beam along the x direction,

i.e., the axis of the plasma column. We chose our dust particle

size and gas pressure to mimic experimental parameters in the

PK-4 instrument. Our dust particles have a radius 3.43 lm and

a mass m¼ 2.55� 10�13kg. The gas is neon, with a relatively

low pressure of 2.5 Pa. At this pressure, a dust particle experi-

ences a gas drag force Fgas characterized by the frictional con-

stant �gas � Fgas=m _r ¼ 2:6 s�1. Other parameters include the

inverse time scale xp ¼ 157 s�1 and j � a=kD ¼ 2:4, which

can be satisfied by a particle charge Q¼�8520 e, equilibrium

dust number density n0 ¼ 3� 104 cm�3 or a¼ 0.02 cm, and

screening length kD¼ 0.0083 cm.

The simulation was initialized, before applying the

external force, with parameters chosen so that our dust parti-

cle cloud behaves collectively like a liquid. The coupling pa-

rameter52 is C � Q2=4p�0akBT0 ¼ 310, for the initial dust

kinetic temperature T0 and number density n0. We chose this

value of C so that T0¼ 2 Tm, where Tm is the melting point of

a Yukawa liquid,53 at j¼ 2.4. The liquid-like structure

within the dust cloud is verified by the pair correlation

FIG. 1. Simulation cell. Particles are confined by a flattened potential well

in the y and z directions. The boundary in the x direction is periodic. An

external force F is applied with a uniform distribution inside a central “laser

slab.”
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function g(r) shown in Fig. 2. For our conditions, the kine-

matic viscosity is � ¼ 0:068 a2xp, which we determined

using the Green-Kubo method54 with our simulation data.

The sound speed was cl ¼ 0:2660:03 axp for the longi-

tudinal waves. We obtained this value by computing the nat-

ural phonon spectrum28 from our data for the undisturbed 3D

dusty plasma.

After the initialization, a non-zero external force F ¼ Fx̂
was applied to create an impulsive shear flow. The external

force was applied locally to particles that were positioned

within jyj � 0:84a, which we term the “laser slab.” The exter-

nal force was modulated as a pulse, starting at txp¼ 0 and

ending at txp¼ 14. To yield a flow velocity of order 101 mm/s,

as has been observed in PK-4,51 the amplitude of the force was

chosen to be 0:096 mx2
pa. In our simulation, this flow velocity

was supersonic, as compared to cl ¼ 0:26 axp.

We consider here only the early stages of the impulsive

shear flow, before any vortices can develop. We simulate

times �Ly=2cl, i.e., up to the time required for a longitudinal

sound wave to propagate a distance halfway across the simu-

lation cell. This early stage of response was too early for the

flow to be described as laminar or turbulent, but nevertheless

for the purpose of completing our list of parameters, we can

characterize the Reynolds number for the flow. We calculate

this using Re ¼ DuxL=�, with Dux ¼ 1:0axp, which is the

largest observed difference in flow velocity at y¼ 0 as com-

pared to y¼Ly/2. The value of Re depends on the choice of

the length scale L; we find Re¼ 800 or 22, for L¼Lx or

L ¼ ux=c ¼ 1:5a, respectively, where the latter is a typical

scale length for the shear.

C. Computing hydrodynamic quantities

Our simulation was performed in the particle paradigm,

by tracking the motion of individual particles. Our analysis,

however, requires a description in the hydrodynamic para-

digm. We will report three hydrodynamic quantities: number

density n, flow velocity u, and kinetic temperature T. These

were obtained by averaging, respectively, the number of par-

ticles, the particle momentum, and the square velocity

ð _ri � uÞ2. In the presence of the strong shear flow, the mean

square velocity was found to be anisotropic, with higher val-

ues for the x direction; we will report only values for the y
direction, since it is less affected by the flow. The averaging

was always done within a spatial bin. We used 41 rectangu-

lar bins, each with a narrow extent of 0.84 a in the y direction

to provide spatial resolution. These bins extended across the

entire simulation cell in the x and z directions.

D. Units

Normalized units used in this paper are as follows.

Distance, time, and force are normalized by a, x�1
p , and

mx2
pa, respectively. The flow velocity is reported as a Mach

number ux/cl and uy/cl. The temperature and density are nor-

malized by their initial values T0 and n0, before the pulsed

force is applied.

III. RESULT

Our main results are observations of the excitation of a

compressional acoustic pulse coinciding with localized heat-

ing and rarefaction. These are all observed at a time that is

delayed after the onset of an impulsive shear flow. We find

that the compressional pulse propagates away from the thin

laser slab, where it is excited. Its wavefront is observed to be

planar. The heating and rarefaction are found to occur at

nearly the same location and time as the excitation of the

compressional wave, suggesting the viscous heating mecha-

nism as the cause of the excitation. We present details of

these results below.

A. Initial response

The space-time diagrams in Fig. 3 characterize the flow,

heating, and density variation, in response to the impulsive

force. After the force is turned on, a flow begins to develop,

and the hydrodynamic parameters begin to change. These

changes are most profound near the laser slab.

1. Flow

The flow in the x direction, i.e., the direction of the laser

force, starts without a delay when the force is turned on, and

it gradually accelerates, as seen in Fig. 3(a). This initial

acceleration is almost constant, meaning the flow velocity

increases linearly with time. A simple calculation shows that

this initial acceleration is 80% of what would be expected

due to the laser force alone; the remainder must be attributed

to a loss of momentum in the laser slab due to viscosity or

gas friction. After the laser force is turned off, the flow ux

reaches a maximum speed of 4.1 cl at txp� 14 inside the

laser slab. Outside the laser slab, the flow velocity ux dimin-

ishes with increasing jyj, meaning that there is a shear. This

shear is most profound near the two edges of the laser slab.

2. Heating

The kinetic temperature of the particles begins to

increase in the laser slab and the surrounding region after a

noticeable delay of txp� 7, as seen in Fig. 3(b). The heating

is substantial: the kinetic temperature T, measured from
FIG. 2. Pair correlation function indicating a liquid-like structure of the dust

cloud, before applying the external force F.
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absolute zero, increases by a factor as large as 30, as com-

pared to the initial value T0 which was already high enough

to sustain a liquid condition. This temperature increase is

due to viscous heating, in competition with heat removal by

conduction and gas friction.3

3. Rarefaction and compression

Rarefaction, i.e., a decrease in particle number, is seen

in Fig. 3(c) at about the same delayed time as the tempera-

ture increase. This change in the number density is more spa-

tially localized than is the change in temperature. The

rarefaction starts at the two edges of the laser slab, and it

expands over time in the 6y directions. The change in num-

ber density is less profound than for the temperature, with a

maximum variation of about 620%. The coincidence that

the rarefaction begins to develop at the same delayed time as

the heating suggests that the rarefaction arises from the heat-

ing, although we have not modeled this process using the

hydrodynamic quantities.

The particles that are removed during the rarefaction

must of course appear elsewhere. This development can be

identified in the two short-lived density compressions in Fig.

3(c), which we mark as “compression 1” and “compression

2” inside and outside the laser slab, respectively. This combi-

nation of impulsive compression and rarefaction is of interest

for explaining the acoustic pulse propagation that we will

present in Sec. III C.

Further details of the transverse flow responsible for the

“compression 1” event of Fig. 3(c) can be seen in Fig. 4,

which shows a time series of the transverse velocity uy. The

data in Fig. 4 are for a particular location, y¼ 0.84 a, which

is slightly outside the laser slab. A negative value of uy indi-

cates an inward flow, toward the center of the laser slab, and

this can be seen for txp � 6. This inward flow causes the

short-lived “compression 1” inside the laser slab, for

7 � txp � 10.

Figure 4 also shows some details about the transverse

flow responsible for the “compression 2” event. An outflow

from the laser slab is indicated by a positive value of uy, and

this is seen for 7 � txp � 20. This brief outflow coincides with

the development of the “compression 2” feature in Fig. 3(c).

B. Long time response

Although it is not one of our main results, we will next

consider the motion for a longer time interval, 0< txp< 70.

As seen in Fig. 5(a), after the laser force is turned off at

txp¼ 14, the flow ux does not cease immediately. The inertia

of the dust particles sustains the flow, diminishing only grad-

ually due to gas friction and viscous dissipation. About 2%

of the peak velocity remains at txp� 70. During this entire

FIG. 3. Space-time diagrams showing shear-flow induced heating and rare-

faction. (a) A shear flow pattern ux(y) develops at t> 0, starting almost im-

mediately when an external force is applied. (b) The temperature starts to

increase rapidly after a delay; the onset of noticeable heating is at txp� 7.

The temperature increase is attributed to viscous heating. Both the shear

flow and the heating are spatially localized, mostly within the laser slab. (c)

The density undergoes a rarefaction, at the two edges of the laser slab, after

a delay similar to that for temperature. The color scales are logarithmic in

(a) and (b), but linear in (c).

FIG. 4. Transverse flow near the laser slab’s edge, at y¼ 0.84 a. In this time

series of transverse velocity uy, a positive value of uy indicates that particles

are expelled from the laser slab, which helps explain the rarefaction

observed in Fig. 3(c).
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time, as seen in Fig. 5(a), the flow pattern broadens in the

6y directions, due to the viscous diffusion of momentum;

this diffusion causes momentum in the x direction, which

was previously concentrated in the laser slab, to gradually

shift to larger values of jyj.
In addition to the flow ux, the space-time diagrams in

Fig. 5 also show the transverse velocity uy and the number

density of particles. In the number density plot of Fig. 5(c),

we see that the rarefaction region continues to broaden with

time, during this entire observation time.

C. Acoustic pulse observation

1. Wavefront characterization

Our main results are the distinctive wavefronts seen in

the space-time diagrams in Figs. 5(b) and 5(c). These wave-

fronts have a V-shaped appearance in the space-time dia-

gram, indicating a planar wavefront propagating outward

from the laser slab, at a steady speed. The propagation is

along the 6y axis.55

The pulsed wave that we observe in Figs. 5(b) and 5(c)

can be identified as longitudinal, i.e., compressional, based

on the directions of propagation and particle motion. As

mentioned above, the propagation direction is in the 6y
directions. The particles have motion along both the x and y
axes, but the wave motion is seen only in uy in Fig. 5(b), not

in ux in Fig. 5(a). Thus, the particle motion associated with

the wave is along the same axis as the direction of

propagation.

The compressional wave has an amplitude that is large

enough to detect easily, but it is not extreme. The wave has

at most a 20% variation in the density, as compared to the

equilibrium value.56 Nevertheless, the wave is strong enough

to be easily identified in the space-time diagrams. It is not

damped significantly; it reaches the edge of the simulation

cell without significant damping. Because the motion in this

wave is compressional and not shear, we expect that it will

not be damped much by viscous dissipation. The main dissi-

pation mechanism for this compressional wave is probably

gas friction.

The speed of the wave propagation is comparable (but

not exactly the same) as the sound speed cl. To demonstrate

this, in Figs. 5(b) and 5(c), we have marked some wavefront

crests and troughs with dashed lines. They have roughly the

same slope as the solid line, which we provide for reference

to indicate the sound speed cl. There is, however, some vari-

ation in the speed of the wavefronts, as seen by the varying

slopes of the dashed lines, ranging from 0.2axp to 0.39axp.

2. Delay of wavefront development

The timing of the wave’s generation will be helpful in

explaining the excitation mechanism. We find that the com-

pressional wavefronts do not develop instantaneously when

the shear flow begins. They develop after a delay, as seen in

the space-time diagram of Fig. 5(b). In that diagram, the first

vertex in the wavefronts occurs at txp� 7. We note that this

time coincides with the time that significant heating, com-

pression, and rarefaction have developed.

IV. VISCOUS-HEATING EXCITATION MECHANISM

A. Pulsed excitation

We explain the pulse excitation as the result of localized

viscous heating. The steps in this mechanism are as follows.

FIG. 5. Space-time diagrams, over a longer time than in Fig. 3. The impul-

sive shear flow is shown in (a). Compressional wavefronts are revealed in

(b) for the transverse velocity and (c) for the dust number density. These

wavefronts correspond to propagation in the 6y directions. We have marked

crests and troughs with dashed lines. The vertex of the crests at txp� 7 indi-

cates the wave excitation time, which is delayed as compared to the start of

the flow. To help judge the speed, in the lower corners we have drawn a

solid line with a slope corresponding to the longitudinal sound speed. The

color scales are logarithmic in (a), but linear in (b) and (c).
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• A shear flow begins, resulting in viscous heating, Eq. (1),

that causes the temperature to increase gradually with

time.
• A hot spot then develops at the edge of the laser slab,

where the gradient in the flow velocity is largest.
• At the same location, the number density undergoes a rare-

faction; this rarefaction develops not instantaneously, but

gradually, just as the temperature does.
• The particles expelled from this rarefaction layer move to

compression layers that are parallel to the rarefaction

layer.
• The emergence of these parallel layers of compression and

rarefaction is how a planar wavefront develops.
• Thereafter, this wavefront propagates outward, as a pulse-

like compression.

Further study of the excitation mechanism could be per-

formed by investigating the effect of varying force ampli-

tudes, which we have not done in this paper. If the

mechanism we propose is valid (in other words if the com-

pressional wave we observed is indeed the result of a mo-

mentary rarefaction arising from viscous heating), then we

expect there will be no threshold or minimum force to excite

the compressional wave. At higher laser forces than in our

simulation, there are several possible effects that we have

not explored. One effect is that shear thinning (a diminish-

ment of viscosity with increasing shear) could cause the

wave excitation amplitude to vary more weakly than the lin-

ear response that one might otherwise expect. Another effect

might be that the heated region could expand spatially to a

larger extent, thereby affecting the coupling into short vs

long wavelength compressional waves.

B. Sinusoidal excitation

Beyond the pulsed waves that we observed in our simu-

lation, we suggest that the same mechanism could result in

sinusoidal excitation of a longitudinal wave. The require-

ments would be as follows. There must be an oscillating

shear motion, whether associated with a wave or not. The

frequency must be low, to allow thermal effects to accumu-

late. To achieve significant localized viscous heating, the

Brinkman number must be of order unity, or at least not an

extremely small number, and this requires significant viscos-

ity.3 Finally, it would probably be necessary to excite the si-

nusoidal shear motion in-situ rather than require a shear

wave to propagate from a distant source, because in the latter

case the shear wave would be damped by the viscosity. We

expect that these requirements could all be met in a strongly

coupled dusty plasma if the laser excitation scheme is config-

ured with sinusoidal laser excitation.

Besides dusty plasmas, we expect that other kinds of

plasmas could exhibit our viscous heating mechanism for

wave excitation. For example, fast and slow Alfv�en waves

can propagate at the same frequency in a magnetized plasma,

and they can have a low frequency. If the slow wave could

be locally excited within a viscous magnetized plasma, it

could be converted partially into a fast wave, which then

propagates away from this excitation region. However, for

waves in magnetized plasmas, our literature search did not

identify previous papers presenting this viscous heating

mechanism.

V. SUMMARY

A longitudinal acoustic pulse was excited by an impul-

sive shear flow in a simulation of a 3D strongly coupled

dusty plasma. The presence of the longitudinal pulse was

seen in space-time diagrams of velocity and density. The

heating and rarefaction appeared in the diagrams for temper-

ature and density. The longitudinal pulse originated not at

the time that the shear flow began, but later when the effects

of heating and rarefaction had accumulated. Based on this

timing, and the recently discovered tendency of a dusty

plasma to exhibit significant localized viscous heating, we

hypothesize that the wave excitation mechanism is essen-

tially thermal. An impulsive shear motion causes an onset of

viscous heating, which in turn results in a pulsed rarefaction

that can launch a pulsed compressional wave. This compres-

sional wave propagates in a direction perpendicular to the

shear flow.

We expect that future experiments can test the predic-

tion based on our simulation that the sudden onset of a shear

flow can excite compressional pulses that propagate perpen-

dicular to the flow. The PK-4 instrument, now on the

International Space Station, is well suited for such an experi-

mental test because it allows for a modulated laser manipula-

tion similar to the one in our simulation. The main

difference, as compared to our simulation, is that the laser

beam cross section in PK-4 is circular rather rectangular.

Observing the propagation of such a compressional pulse

could have applications, such as allowing the experimenter

to extract dusty plasma parameters, for example, the particle

charge Q if the screening length and number density are

known.
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